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Abstract We apply the Regional chEmistry and trAnsport Model to analyze summertime O3

observations over the contiguous United States. We show that the evaluation of simulated timing of
surface ozone maximum with observations provides another independent constraint on the model in
addition to O3 concentrations. Over regions with massive biogenic isoprene emissions,O3 peak values are
sensitive to the emissions of NOx but not VOCs; however, O3 peak time is sensitive to isoprene emissions and
increasing isoprene emissions leads to earlier peak time. By such relationships and model evaluation with
the observations, we find that the underestimation of soil NOx emissions leads to a low bias of simulated O3

peak value in the south, while the overestimation of biogenic isoprene emissions results in earlier than
observed O3 peak time in the central, south, and southeast regions. The latter is corroborated by the
evaluation using Ozone Monitoring Instrument observations of HCHO tropospheric columns.

Plain Language Summary Surface ozone, which is produced by nitrogen oxides and volatile
organic compounds in the daytime, adversely affects human health and vegetation growth. Observed
ozone concentrations can be used to evaluate nitrogen oxides and volatile organic compound emissions by
using their relationships with ozone concentrations. In this study, we show that the time when ozone
reaches its daily maximum (peak time) is also related to nitrogen oxides and volatile organic compound
emissions. We use a three‐dimensional model to simulate ozone daily maximum concentrations (peak
value) and peak time in July 2011 over the contiguous United States. Through model sensitivity analyses, we
find that ozone peak values are more sensitive to nitrogen oxide emissions, while ozone peak time is more
sensitive to volatile organic compound emissions in the eastern United States. By such relationships and the
comparison between observations and model results, we find that the underestimation of soil nitrogen
oxides emissions leads to a low bias of simulated ozone peak value in the south, while the overestimation of
biogenic isoprene emissions results in earlier than observed ozone peak time in the central, south, and
southeast regions. The simulated formaldehyde columns, which are higher than satellite measurements,
confirm the latter.

1. Introduction

Surface ozone (O3), one of the six criteria air pollutants regulated by the U.S. Environmental Protection
Agency (EPA), is also a greenhouse gas (Myhre et al., 2013) and can adversely affect human health and vege-
tation (Glowacz et al., 2015; Jerrett et al., 2009; Li et al., 2017; Turner et al., 2016). O3 is a secondary pollutant,
which is produced by complicated photochemistry reactions with the presence of NOx (NOx = NO + NO2)
and volatile organic compounds (VOCs; Figure S1 in the supporting information; Liu, Wang, Gu, et al., 2012;
Seinfeld & Pandis, 2016). NOx and VOCs are emitted by both anthropogenic activities (vehicles, power
plants, industry, etc.) and natural sources (soil NOx, lightning NOx, and biogenic VOCs [BVOCs]).
Globally, isoprene emitted by vegetation is the most abundant nonmethane VOC (535 Tg yr−1 for the year
2000; Guenther et al., 2012), while anthropogenic NOx contribute about 75% of the total NOx emissions
(Seinfeld & Pandis, 2016).

The relationship between O3 production and VOC and NOx emissions is essential to understand tropo-
spheric chemistry and has been widely studied in recent decades (Cheng et al., 2017; Geng et al., 2008;
Liu, Wang, Gu, et al., 2012; Xie et al., 2011). For example, Pierce et al. (1998) examined the sensitivities of
O3 concentrations to isoprene and NOx emissions in the Regional Acid Deposition Model simulations with
different emission scenarios in the eastern United States and found that increased isoprene emissions
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produce a shift in elevated O3 concentrations from VOC sensitivity to NOx sensitivity over many areas of
eastern North America. Gao (2007) analyzed surface O3 and NOx diurnal cycles and VOC and NOx emissions
from heavy‐duty trucks and low‐duty vehicles in California and demonstrated that an O3 weekend effect
with higher O3 concentrations on weekends compared to weekdays in urban regions is induced by a week-
end increase in the ratio of transportation VOC to NOx emissions, which results from decreased heavy‐duty
trucks activity relative to low‐duty vehicles. Mazzuca et al. (2016) investigated the diurnal variation in the
sensitivities of ozone production rate to NOx and VOCs in September 2013 by using the observations from
the NASA Deriving Information on Surface Conditions from COlumn and VERtically Resolved
Observations Relavant to Air Quality Houston campaign and the model simulations from a box model
and the Community Multiscale Air Quality model. They found that O3 production shifts from generally
being more VOC sensitive in the morning to mainly NOx sensitive in the afternoon during the campaign.
R. Zhang, Cohan, et al. (2017) evaluated the contributions of BVOC emissions to O3 through Ozone
Source Apportionment Technology and brute force zero‐out sensitivity tests over the United States and
found that BVOCs typically contribute 10%–19% to regional O3 concentrations at the nonattainment sites
during selected O3 episodes. In general, the O3‐VOC‐NOx relationship can be categorized into two regimes:
NOx‐limited regime, where O3 is more sensitive to NOx than to VOCs and reducing NOx emissions is more
effective in lowering O3, and VOC‐limited regime, where O3 is more sensitive to VOCs.

In this study, we investigate a new constraint on the O3‐NOx‐VOC relationship using the sensitivity of O3

peak time (the time when O3 reach its maximum in 1 day) to NOx and VOC emissions, in addition to pre-
viously used O3 concentrations. This new relationship provides another diagnostic of O3 sensitivity on
NOx and VOC emissions. The observations and modeling of July 2011 over the contiguous United States
(CONUS) are analyzed to demonstrate the new O3‐NOx‐VOC relationship and its applications. The
Regional chEmical and trAnsport Model (REAM), O3 surface observations, and other data sets are described
in section 2. In section 3, we analyze the dependences of O3 peak time and the peak value (the maximum
hourly concentration of O3 in 1 day) on NOx and VOC emissions through sensitivity tests with different
emission scenarios. Making use of the dependences, we analyze the discrepancies of O3 peak time and peak
values between REAM simulations and the observations in order to evaluate the emission inventories in the
model. Conclusions are given in section 4.

2. Observation Data and Model Description
2.1. Surface Ozone Observations

We obtained O3 surface concentration measurements in July 2011 from the EPA Air Quality System Data
Mart (https://www3.epa.gov/airdata/) and converted them into O3 peak values and peak time in local time.
Data at 1,024 observation sites are available and used in this study. The CONUS was divided into nine
regions following the definition of the National Oceanic and Atmospheric Administration (NOAA; http://
www.ncdc.noaa.gov/monitoring‐references/maps/us‐climate‐regions.php; Karl & Koss, 1984). Figure 1
shows the regions and the distribution of the O3 observations sites. There were 185, 63, 196, 146, 148, 30,
134, 77, and 45 sites in central, east north central, northeast, south, southeast, northwest, southwest, west,
and west north central, respectively.

2.2. OMI HCHO Tropospheric Vertical Columns

The Ozone Monitoring Instrument (OMI) is an ultraviolet/visible nadir solar backscatter spectrometer on
board NASA EOS‐Aura Sun‐synchronous polar satellite, which was launched in July 2004. It crosses the
equator around 13:30 local time. OMI provides tropospheric HCHO column observations with nearly daily
global coverage and a nadir spatial resolution of 13 km × 24 km (Levelt et al., 2006). Here we use the newest
OMI HCHO version 14 (OMI‐v14) level‐3 product with a resolution of 0.25° × 0.25° (http://h2co.aeronomie.
be/). In the retrieval of OMI‐v14, a priori profile shapes extracted from the Intermediate Model of Global
Evolution of Species version 2 (IMAGESv2) are used to calculate air mass factors (De Smedt et al., 2015).
The IMAGESv2 model reproduces very well observed vertical profiles of HCHO measured during the
Intercontinental Chemical Transport Experiment North America (INTEX‐A) campaign (July–August
2004) over the U.S. (De Smedt et al., 2015; Stavrakou et al., 2009). Using the HCHO vertical shape from
the Compact Atmospheric Multispecies Spectrometer measurements during the SEAC4RS (Studies of
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Emissions, Atmospheric Composition, Clouds and Climate Coupling by Regional Surveys) aircraft
campaign (August–September 2013) in the OMI‐v14 retrieval algorithm, HCHO columns are increased by
about 10% in the southeastern U.S. (Zhu et al., 2016). Zhu et al. (2016) suggested that OMI‐v14 offers the
best estimation of tropospheric HCHO columns in the southeastern U.S. compared to GOME2A‐BIRA
(V14), GOME2B‐BIRA (V14), OMPS‐SAO, OMPS‐PCA, and OMI‐SAO (V003), although OMI‐v14 still
underestimates the columns by 20% compared to Compact Atmospheric Multispecies Spectrometer‐
derived HCHO columns. On the other hand, De Smedt et al. (2016) demonstrate that the precision
(random error) of OMI‐v14 is below 7 × 1014 molecules cm−2 in July (which is about 5% for the
southeastern U.S.) when considering monthly average columns with a resolution of 20 km × 20 km and
that the accuracy (systematic error) of OMI‐v14 is about 20% over the southeastern U.S.

HCHO is an intermediate product of isoprene oxidation, and HCHO columns provide a proxy for isoprene
emissions (Palmer et al., 2003; Shim et al., 2005). In this study, OMI‐v14 HCHO columns are used to evaluate
the isoprene emission inventory from the Model of Emissions of Gases and Aerosols from Nature (MEGAN;
Guenther et al., 2012).

2.3. Model Description
2.3.1. REAM
REAM has been applied in many tropospheric chemistry and transport studies and emission estimations
over East Asia, North America, and polar regions (Alkuwari et al., 2013; Cheng et al., 2017, 2018; Choi,
Wang, Yang, et al., 2008; Choi, Wang, Zeng, et al., 2008; Gu et al., 2014, 2013; Koo et al., 2012; Liu
et al., 2014; Liu, Wang, Vrekoussis, et al., 2012; Wang et al., 2008; Yang et al., 2011; R. Zhang, Wang,
et al., 2017; R. Zhang et al., 2018; Y. Zhang & Wang, 2016; Zhao & Wang, 2009; Zhao et al., 2009,
2010). The model has a horizontal resolution of 36 km × 36 km with 30 vertical layers in the tropo-
sphere. Transport is driven by the Weather Research and Forecasting (version 3.6) model‐assimilated
meteorological fields constrained by the NCEP coupled forecast system model version 2 (CFSv2) pro-
ducts (http://rda.ucar.edu/datasets/ds094.0/; Saha et al., 2011). The chemistry mechanism is from the
GEOS‐Chem model (v11.01) with updated aerosol uptake of isoprene nitrate based on Fisher et al.
(2016). Chemistry boundary conditions and initiations are from a GEOS‐Chem simulation with a resolu-
tion of 2° × 2.5°. Anthropogenic NOx, CO, and VOC emissions are from the National Emission
Inventory 2011 (NEI2011) provided by the Pacific Northwest National Laboratory. We assume that the
weekend emissions are two thirds of the weekday emissions (Choi et al., 2012; Kaynak et al., 2009).
This study focuses on weekday analysis, and the weekend emission uncertainty is out of the scope of
this study and has little impacts on weekday O3 peak values and peak time because of the short life-
times of O3 and its precursors, VOCs and NOx. Biogenic VOC emissions are from MEGAN v2.1
(Guenther et al., 2012). Soil‐emitted NOx is calculated by using the Yienger and Levy (YL) scheme
(Yienger & Levy, 1995).

Figure 1. Region definitions and locations of EPA Air Quality System O3 monitoring sites. Site locations are shown with
open circles.
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2.3.2. MEGAN v2.1
MEGAN (Guenther et al., 2006, 2012) is currently widely used to estimate global and regional BVOC emis-
sions (Fisher et al., 2016; Mao et al., 2013; Stavrakou et al., 2014; Yu et al., 2016). In this study, we use a
recommended high‐resolution plant functional‐type database for the U.S. for the year 2008 (http://lar.
wsu.edu/megan/guides.html). Land coverage data are from the GLASS Leaf Area Index (LAI) product with
a raw resolution of 0.05° (download from ftp://ftp.glcf.umd.edu/glcf/GLASS/LAI/MODIS/0.05D/), and the
GLASS LAI product is derived from MODIS land surface reflectance (MOD09A1; Liang & Xiao, 2012; Xiao
et al., 2014). Meteorological parameters, such as temperature, soil moisture, and radiation flux, are from a
Weather Research and Forecasting simulation.

3. Results and Discussions
3.1. Dependence of O3 Peak Values and Time on NOx and VOCs

To evaluate the dependence of O3 peak time and values on NOx and VOC emissions, we made 17 sensitivity
simulations with different emission scenarios by using REAM, including STD‐REAM where standard
anthropogenic and natural NOx and VOC emissions were used, natural scenarios with varying BVOC or soil
NOx emissions, anthropogenic scenarios with different anthropogenic NOx or VOC emissions, and combina-
tion scenarios where more than two types of emissions were changed. The responses of weekday monthly
mean O3 peak time and peak values to NOx and VOC emission variations, as well as complete descriptions
of the emission scenarios, are illustrated in Figures 2 and S2. Figure 2 shows that the sensitivities of regional
O3 peak time to NOx and VOC emissions differ significantly from those of O3 peak values. For example, in
central CONUS, O3 peak time responds to VOC emission changes, while O3 peak value responds to NOx

emission changes. Therefore, the observations of O3 peak time provide another set of constraints on model
simulations in addition to O3 peak values (next section). We first discuss the dependence of O3 peak value on
NOx and VOC emissions.

Generally, anthropogenic NOx emissions showed positive correlations with regional ozone peak values
(Figure 2). The effects of anthropogenic NOx emissions on peak values were more significant in east north
central, central, northeast, south, and southeast than in the other regions. Soil NOx emissions affect regional
O3 peak values in a manner similar to anthropogenic NOx emissions. Therefore, the relative importance of
the two NOx sources depends on their relative emission strengths. Soil NOx dominates in most areas of the
western CONUS, while anthropogenic NOx is predominant in the eastern regions (Figure S3). As a result,
increasing soil NOx emissions by 400% has fewer impacts on O3 peak values in southeast and northeast than
increasing anthropogenic NOx emissions by 50%, while the two effects are comparable in central and south
CONUS. The former has a larger effect in east north central, northwest, southwest, west, and west north
central CONUS.

The effects of BVOCs are more apparent than anthropogenic VOCs (Figures 2 and S2). For BVOCs, the cor-
relations between O3 peak value and emissions are positive in all regions except for in southeast, where a
slight decrease is simulated when BVOC emissions are changed by 50%, reflecting the nonlinear O3 photo-
chemistry in this region of abundant isoprene emissions. Since both VOCs and NOx show positive correla-
tions with O3 peak values, concurrent increase (decrease) of NOx and VOC emissions could elevate
(lower) O3 peak values more as shown by combination sensitivity scenarios in Figure S2. However, it should
be noted that O3 peak values were much more sensitive to NOx than VOC emissions in east north central,
central, northeast, south, and southeast. That is to say, these regions are in NOx‐limited regime, which is
consistent with the relatively high BVOC emissions in these areas (Figure S4). In west, west north central,
southwest, and northwest, the effects of NOx and VOC emission changes on O3 peak values are comparable,
but both are significantly weaker than those in the former five regions, due in part to relatively lower NOx

and VOC emissions in these regions and transport factors controlling surface O3 levels such as stratospheric
O3 intrusion (Langford et al., 2009; Musselman & Korfmacher, 2014).

Figure 2 shows that O3 peak time is positively correlated with anthropogenic NOx emissions. As in anthro-
pogenic NOx, the effects of soil NOx emissions are generally more significant on O3 peak values than peak
time. VOC emission changes, in general, affect O3 peak timemore than NOx emissions, but the relationships
are somewhat complicated. Generally, O3 peak time is negatively correlated with BVOC emissions (Figures 2
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and S2) in most regions, and it is most significant in central, northeast, south, and southeast, where BVOC
emissions are much higher than the other regions (Figure S4). In the other regions, BVOC effects are
relatively small. Figure S2 shows that the effects of anthropogenic VOC emissions are also small.

In central, northeast, south, and southeast, O3 peak value is more sensitive to NOx emissions but O3 peak
time is more sensitive to VOC (mostly BVOC) emissions (Figure 2). In these regions, O3 peak time is

Figure 2. Comparison of weekday monthly mean O3 peak values and peak time between EPA observations and REAM
simulations with different emission scenarios in July 2011 over different regions (Figure 1). Obsavg denotes EPA obser-
vations. The confidence interval box is calculated based on the 99.9% confidence intervals. STD‐REAM denotes the stan-
dard simulation result without any emission changes. SoilNOx‐U is the sensitivity simulation result after increasing soil
NOx emissions to 5 times. ANOx‐U and ANOx‐D are for increasing and decreasing anthropogenic NOx by 50%, respec-
tively. BVOC‐U and BVOC‐D are for increasing and decreasingMEGAN isoprene emissions by 50%, respectively. Soil NOx
U‐BVOCD denotes a sensitivity simulation with MEGAN isoprene emissions decreased by 50% and soil NOx emissions
increased to 5 times. Additional sensitivity simulation results are shown in Figure S2.
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negatively correlated with VOC emissions. With sufficient BVOC emissions, it is not surprising that O3 peak
values in the regions are more sensitive to NOx than VOC emissions. Different sensitivities in O3 peak time
from peak values reflect the O3 photochemical process (Figure S1). As shown in Figure S5, BVOC and NOx

emissions have opposite impacts on diurnal cycles of NO, RO2, and HO2 concentrations: decreasing BVOC
emissions decreases HO2 and RO2 concentrations and increases NO concentrations, while decreasing NOx

increases HO2 and RO2 concentrations and reduces NO concentrations in the morning. Since RO2 and
HO2 concentrations are changed more significantly than NO concentrations in the early morning, BVOC
and NOx emissions have opposite effects on the daytime O3 production (P(O3) = k1[RO2][NO] + k2[HO2]
[NO]): decreasing BVOC and increasing NOx emissions shifts the accumulated P(O3) profile later in time
while increasing BVOC and decreasing NOx emissions shifts the accumulated P(O3) profile earlier in time.

Figure S5 also shows that the change of BVOC emissions affects accumulated P(O3) profile more signifi-
cantly than that of NOx emissions, especially for decreasing BVOC emissions. The main reason is their dif-
ferent effects on NO concentrations from 5:00 to 8:00 when NO concentrations are changed much more
significantly for the NOx emission sensitivity simulations than for the BVOC emission sensitivity simula-
tions, which partially offsets the changes of RO2 and HO2. It reflects the direct impact of NOx emissions
on NO concentrations when photochemistry is weak in the early morning. There is no significant pattern
difference for RO2 and NO2 concentrations from 5:00 to 13:00 between BVOC and NOx sensitivity simula-
tions except that (1) decreasing BVOC emissions reduces RO2 and HO2 concentrations much more (about
50%) than increasing NOx emissions, which means that decreasing BVOC emissions shifts accumulated
P(O3) profile much more significantly than increasing NOx emissions; (2) decreasing NOx emissions
increases RO2 and HO2 concentrations some more (about 20%) than increasing BVOC emissions.
However, its effect on accumulated P(O3) profile is canceled out by the effect of NO concentration change
difference in the early morning. Therefore, decreasing BVOC emissions and increasing NOx emissions shift
the accumulated P(O3) profile later in time and delay O3 peak time, and the sensitivity of O3 peak time to
BVOC emission change is higher than NOx (Figures S5 and S6).

The sensitivities of O3 peak time to NOx and BVOC emissions were also found previously by Lei et al. (2007,
2008). They investigated the sensitivities of O3 production to NOx and VOC emissions in April 2003 in the
Mexico City Metropolitan Area. Even though Mexico City Metropolitan Area is a VOC‐limited region, their
sensitivity simulations also showed that O3 peak shifted to earlier hours with reduced NOx emissions and
later hours with reduced VOC emissions. Therefore, the utilities of the sensitivities of O3 peak time to
NOx and BVOC emissions discussed in this study are likely extendable to other seasons and regions.

3.2. Application of the O3‐NOx‐VOC Relationships to Evaluate Model VOC and NOx Emissions

As discussed in the previous section, the sensitivities of O3 peak values and time to NOx and VOC emissions
are often quite different, therefore providing independent constraints on model simulations. Figure 2 shows
that the standard model simulates well on the observed O3 peak values in most regions but underestimates
them in south and southwest. The model generally reproduces O3 peak time within the 99.9% confidence
intervals in most regions except for central, south, and southeast where the simulated O3 peak time is signif-
icantly earlier than the observations.

The large set of sensitivity simulations (Figures 2 and S2) point to possible problems in the model NOx and
BVOC emissions, although the model underestimates of O3 peak values in the southwest region cannot be
easily corrected without increasing soil NOx emissions by a factor of 10–50, implying that transport of O3

from the upper tropospheremay be underestimated. For the central and southeast regions, observed O3 peak
values are simulated well by the standard model. The relatively high sensitivity of O3 peak values to NOx

emissions in these regions implies that emissions of NOx are reasonable. The O3 peak time simulated by
the model, on the other hand, is earlier than the observations. Model sensitivity simulations suggest that
O3 peak time is sensitive to BVOC emissions since anthropogenic VOC emissions are much lower than
BVOCs in these regions and reducing BVOC emissions reduces the simulation bias in O3 peak time.

For the south region, the simulated O3 peak value is lower and peak time is earlier than the observations,
suggesting an increase of NOx emissions and a decrease of BVOC emissions (Figure 2). It is noteworthy that
the underestimation of O3 peak values mainly occur in the upper south (Figure S7), where soil NOx
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emissions are close or even much higher than anthropogenic NOx emissions (Figure S3). Several studies
demonstrated that the YL scheme underestimated soil NOx emissions by a factor of 2–4 (Hudman et al.,
2012; Jaeglé et al., 2005; Rasool et al., 2016; Wolfe et al., 2015) over the United States. Increasing YL soil
NOx emissions by a factor of 5 brings the simulated regional O3 peak value closer to the observations, in
agreement with the previous studies.

The increase of soil NOx emissions delays the O3 peak time. However, the model‐simulated O3 peak time in
the south region is still earlier than the observations. Model sensitivity results in Figure 2 suggest that a
decrease of BVOC emissions by 50% is necessary. Previous studies showed that MEGANmight overestimate
BVOC emissions in some regions of the United States. For example, Wolfe et al. (2015) demonstrated that
MEGAN v2.1 overestimated isoprene surface fluxes by up to 40% based on the measurements during the
NASA SEAC4RS mission over the Ozarks. Carlton and Baker (2011) indicated that MEGAN v2.04 led to
much higher isoprene concentrations than the surface and aloft measurements in July 1998 in the Ozarks
region. Top‐down constraints from satellite HCHO measurements, such as OMI, provide an independent
means to evaluate the bottom‐up isoprene emissions from MEGAN, although the HCHO yield from iso-
prene oxidation could lead to some uncertainties (Marais et al., 2012). In the next section, we examine the
simulated isoprene emissions based on OMI HCHO column measurements.

Our evaluation of the NEI2011 NOx emissions is consistent with the results by Salmon et al. (2018), who
examined the NOx/CO2, CO/CO2, and CO/NOx ratios in February–March 2015 over the northeastern
United States and found that NOx emissions fromNEI2011 and NEI2014 were in agreement with the aircraft
observation‐derived emissions. Cheng et al. (2017) also found good agreement between model simulations
and aircraft observations of O3, NOx, and VOCs in July 2011 around the Washington‐Baltimore area.
However, Canty et al. (2015), Travis et al. (2016), and Anderson et al. (2014) suggested that on‐road mobile
sources in the NEI NOx emission inventories were overestimated by around 50%–70% in 2007 and 2011,
while Dallmann and Harley (2010) suggested that on‐road mobile NOx emissions from NEI2005 were 15%
lower than fuel‐derived on‐road NOx emissions. The different evaluations of NEI NOx emissions might be
caused by the limitations of the data sets used to assess the NEI emissions, such as the temporal‐spatial cov-
erage of measurements, which would bias the evaluations due to significant inhomogeneity of NOx emis-
sions (Marr et al., 2013), measurement uncertainties, and differences in evaluation methods.

3.3. Constraints of OMI‐v14 Tropospheric HCHO Column Measurements on Isoprene Emissions

Figure 3a shows the monthly average of STD‐REAM tropospheric HCHO columns at 12:30–14:30 LT in July
2011. The corresponding regridded OMI‐v14 HCHO columns based on the model resolution are shown in
Figure 3b. The relative difference (REAM/OMI‐1) is shown in Figure 3c. STD‐REAM captured the spatial
distribution of HCHO columns (R2 = 0.62) with high column concentrations in central, south, and southeast
where there are dense forests. However, STD‐REAM simulates much higher columns than OMI‐v14 in these
regions. Over the model grid cells where surface O3 observation sites are available in central, south, and
southeast, the STD‐REAM tropospheric HCHO columns are about 36.9% higher than the corresponding
OMI‐v14 columns on average, and 29.7%, 37.8%, and 46.0% for central, south, and southeast, respectively.

HCHO is mainly produced during the oxidation of biogenic isoprene, and HCHO column observations from
space are highly specific to biogenic isoprene in central, south, and southeast (Millet et al., 2008; Shim et al.,
2005). A quantified relationship between biogenic isoprene emissions and HCHO tropospheric columns at
12:00–15:00 LT was derived by Millet et al. (2008):

ΩHCHO ¼ 2:40 EISOPRENE þ 0:51 (1)

where ΩHCHO denotes tropospheric HCHO columns in 1016 molecules cm−2 and EISOPRENE denotes bio-
genic isoprene emissions in 1013 atoms C cm−2 s−1. Therefore, the top‐down constraint on an a priori emis-
sion inventory can be calculated by

ΔΩHCHO ¼ 2:40 ΔEISOPRENE (2)

In order to reduce the smearing effect (Millet et al., 2008), we regridded 36 km× 36 km data to a resolution of
1° × 1°. If we only included those grids containing, the observation sites in central, south, and southeast,
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STD‐REAM tropospheric HCHO columnwere 31.5% or 0.41 × 1016 molecules cm−2 higher than OMI‐v14 on
average, corresponding to a biogenic isoprene emission bias of 1.71 × 1012 atoms C cm−2 s−1. As a result, the
MEGAN isoprene emissions are overestimated by 27.2% on average in these regions and 30.4%, 21.3%, and
28.9% for central, south, and southeast, respectively. Figure 3d shows the distribution of the factional
overestimation of isoprene emissions. These results are consistent with Millet et al. (2008), who suggested
that isoprene emissions derived from OMI HCHO columns were 23% lower than MEGAN from June to
August, and the absolute differences were the largest in the Ozark Plateau, the Upper South and
Southeast where MEGAN overestimation could reach up to about 50%. Accounting for the uncertainty of
OMI HCHO columns of ~25%, we estimate that the overestimation of MEGAN isoprene emissions in July
2011 is in the range of 5.6%–48.6% in central, south, and southeast, which provides additional support to
the previous results on the basis of model‐simulated peak O3 time and values in comparison to the
observations for these regions.

4. Conclusions

We evaluated the dependence of O3 peak values and time on NOx and VOC emissions through model simu-
lations with different emission scenarios in July 2011 over the CONUS. In addition to the previously known
dependence of O3 peak values on NOx and VOC emissions, we find that O3 peak time is affected by NOx and
VOC emissions in a different manner. As such, the observations of O3 peak values and time provide useful
constraints on model emissions of NOx and VOCs. Over regions with extensive biogenic isoprene emissions,
such as the central, south, southeast, and northeast regions, the O3 peak values are sensitive to the emissions

Figure 3. Spatial distribution of (a) tropospheric HCHO vertical columns of STD‐REAM between 12:30 and 14:30 LT, (b)
tropospheric HCHO vertical columns of OMI‐v14 retrievals, (c) relative difference between STD‐REAM and OMI‐v14
(REAM/OMI‐1), and (d) the relative difference of the MEGAN isoprene emissions from those derived from OMI‐v14
HCHO column data for regions with MEGAN isoprene emissions >3 × 1012 atoms C cm−2 s−1. All data shown are
monthly averages for July 2011.
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of NOx but not VOCs. However, O3 peak time in these regions is sensitive to isoprene emissions, where an
increase of isoprene emissions leads to earlier peak time of surface O3.

We applied these O3 dependences to analyze REAM performance on reproducing the observations of
surface O3 peak values and time in July 2011 over the CONUS. REAM reproduced well O3 peak values
and peak time in most regions except in the south and southwest, where peak values were significantly
underestimated, and in the central, south, and southeast, where peak time was earlier than observed.
The underestimation of soil NOx emissions from the Yienger and Levy (YL) scheme could be the reason
for the O3 peak value underestimation in the south. However, it is insufficient to explain the low bias of
O3 peak value in the southwest, suggesting an underestimation of O3 transport from the upper troposphere.
The earlier than observed O3 peak time in the central, south, and southeast was attributed to an overesti-
mation of biogenic isoprene emissions by MEGAN, which was consistent with the estimate of a
27.1% ± 21.5% overestimation of isoprene emissions in these regions in July 2011 on the basis of OMI
HCHO column observations. As our study is limited in July 2011 over the CONUS, evaluations of O3 peak
time and value sensitivities to NOx and VOC emissions are needed for other seasons and regions. Given the
sensitivities found in this study for the summertime, we recommend that the dependence of O3 peak time
on NOx and VOC emissions be applied to evaluate model emissions in conjunction with the often used
evaluation of O3 concentrations.
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