
correlation of [O3]MDA8 with daytime VPD (R2 = 0.66) is also
much higher than with Tmax (R

2 = 0.25) (SI Appendix, Fig. S3).
The interpretation of a linear correlation analysis is often com-

plicated by the colinearity between meteorological factors resulting
in part from the synoptic-scale weather (3, 11). We use the
explained variance decomposition (EVD) method to analyze the
variance contributions of Tmax and daytime VPD to daily [O3]MDA8
in four regions, SE, Northeast (NE), Midwest (MW), and California
(CA) during 1980–2010. We compare the explained variance (EV)
of daily [O3]MDA8 attributable solely to Tmax (EVT) or daytime VPD
(EVVPD) and that attributable to the correlation between Tmax and
VPD (EVT-VPD) in July and October (Fig. 3 C and D). These
variables can explain 44–64% and 63–73% of the daily [O3]MDA8
variance in July and October, respectively. Tmax driven EVT is
particularly large in NE, MW, and CA in July. EVT-VPD by the

Tmax-VPD correlation dominates in these regions in October and
SE in July, i.e., we cannot tell if it is Tmax or VPD or a combination
of both that contributes to the EV of [O3]MDA8. The only case
where EVVPD dominates is in the SE in October with the rest of EV
attributable to Tmax-VPD correlation, implying that a VPD-related
mechanism, possibly due to water stress-induced biogenic emissions
(17–21), influences the ground-level ozone concentrations over the
SE during the fall.
Recent work shows that the position of the west edge of the

Bermuda High influences summer surface ozone in the eastern
United States (22, 23). In October, the Bermuda High usually has
weakened and retreated to the Eastern North Atlantic. However,
we do find the variability of VPD over the SE during October is
related to the presence of a high-pressure system. Using the 30-y
reanalysis data, we find that daytime VPD is positively correlated

1980 1985 1990 1995 2000 2005 2010
Year

30

40

50

60

70

[O
3] M

D
A

8 (
pp

bv
)

July  -0.27 ppbv/yr
October  0.03 ppbv/yr

10

20

30

40

50

60

   
   

[O
3] M

D
A

8 (
pp

bv
)

A B
Oct. 2010

Fig. 1. Monthly mean [O3]MDA8 in October over the SE United States. (A) Observed monthly mean [O3]MDA8 distribution over the United States in October 2010.
The gray dashed lines enclose the SE region for this study. Each dot denotes an observation site. (B) Regional-averaged monthly mean [O3]MDA8 over the SE in July
(red solid line) and in October (black solid line) from 1980 to 2010. In contrast to the significant decreasing trend in July (red dashed), the trend in October (black
dashed) is insignificant. In October 2000 and 2010, [O3]MDA8 reached 2 SDs (gray shading) above the climatology mean.

0 1 2 3
VPD (kPa)

0

0.3

0.6

0.9

C
D

F

C

10 15 20 25 30
Tmax (°C)

2008
2009
2010

D

20

40

60

80

[O
3] M

D
A

8 (
pp

bv
)

Obs. Base 2×E(ISOP)

A

0 5 10 15 20 25 30
Day of Oct. 2010

0

1

2

3

V
P

D
 (k

P
a)

20

30

40

T m
ax

 (°
C

)

0
2

4

6
8

W
in

d 
(m

/s
)

0

30

60

90

0

C
lo

ud
 (%

)

B

0.5 1 1.5 2 2.5 3
VPD (kPa)

20
30
40
50
60
70
80

[O
3] M

D
A

8 (
pp

bv
)

2*E(ISOP)
Base
Obs.

E

Fig. 2. High-ozone episodes in October 2010 over
the SE. (A) Comparing with the observed regional-
mean [O3]MDA8 (black solid), the base simulation (red
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ozone episodes. The bias is greatly reduced in the
simulation with doubled biogenic isoprene emissions
(blue dashed line). (B) The ozone episodes are con-
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blue), high temperature (red), low wind speed (cyan),
and small cloud fraction (green). (C and D) The em-
pirical cumulative distribution function (CDF) of day-
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and 2010 (red). The vertical red dashed line denotes
the median values in October 2010. (E) Relationship
between [O3]MDA8 and daytime VPD in observations
(black), the base simulation (red), and the doubled
isoprene emission simulation (blue). The green line
represents linear regression using the base simulation
when VPD < 1.7 kPa and the doubled isoprene emis-
sion simulation when VPD > 1.7 kPa.
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with geopontential height at 850 hPa over the SE and clockwise
surface wind around the region in October (SI Appendix, Fig. S4),
suggesting that a mechanism similar to ref. 22 may affect the high
VPD episodes observed during anomalous Octobers.

The Mechanism Contributing to Fall Ozone Extremes. To investigate
the underlying mechanism leading to the correlated increase of
VPD and surface ozone, we examine in detail the extreme
monthly [O3]MDA8 in October 2010, when the ozone enhance-
ment is regional in nature (Fig. 1A) and the SE regional mean is
∼10 ppbv higher than the climatological mean (Fig. 1B). The
ozone enhancement is mainly due to three episodes—October 7–
12, 16–18, and 21–24—with concurrent high temperature and
VPD (Fig. 2 A and B). We simulate the Octobers of 2008–2010
by using the Regional chEmical trAnsport Model (REAM) (24,
25) to examine the key parameters driving the surface ozone
difference among the three years.
Fig. 2A shows that the base simulation underestimates [O3]MDA8

by ∼15 ppbv during the three episodes in October 2010. The cou-
pling between weather condition and surface ozone is clearly shown
in Fig. 2B. During the period of warm and dry weather (i.e., high
VPD values), ozone concentrations tend to be higher because fewer
clouds (and no precipitation) increase photochemical production
and a lower wind speed reduces ventilation of high ozone air mass
by advection. However, these effects (e.g., cloud cover, see SI Ap-
pendix, Fig. S5) are already included in the base simulation. Me-
teorologically driven ozone variations in October 2008 and 2009
(e.g., surface ozone enhancements on Oct. 3, 2008, Oct. 20, 2008,
and Oct. 20, 2009) are well simulated by the model (SI Appendix,
Fig. S6). Thus, they are unlikely to be responsible for the under-
estimation of [O3]MDA8 in the base simulation in 2010.
We also find that the uncertainties in simulating the stratosphere-

troposphere exchange are unlikely to be important for these ozone
episodes in October 2010. Although the impact of stratospheric
intrusion on surface ozone has been reported at elevated sites in the
mountainous western United States (26–28), its effect on near-
surface ozone in the eastern United States is insignificant (29), es-
pecially considering that stratospheric intrusion is weakest in the fall
season (30, 31) (detailed discussion in SI Appendix, SI Text).
The coupling of weather and surface ozone is also a function of

emissions. The ozone underestimation during dry and warm
weather conditions may reflect errors in anthropogenic or natural
emissions. We consider further that the model simulations do not

have large biases when VPD values are low in October 2010 and
that the model can simulate well the low-ozone October in 2009
and the average-ozone October in 2008 (SI Appendix, Fig. S6)
when VPD values are considerably lower than 2010. It appears
that anthropogenic emissions, which do not vary much with
weather, are reasonably estimated in the model. Emissions from
biomass burning are expected to be more intensive during a dry
period. In fact, an examination of the Global Fire Emission Da-
tabase (GFED4s) shows high fire emissions over the SE in October
2010, largely due to small fires (SI Appendix, Fig. S7). However,
significant fire emissions affecting surface ozone are confined along
the Mississippi Valley (SI Appendix, Fig. S7), in contrast to the
observed ozone enhancements across the SE. Simulations show
that the contribution of fire emissions to the regional average in
the SE is <2 ppbv (SI Appendix, Fig. S7).
Another type of emission affected by weather is biogenic iso-

prene, which is the most significant VOC precursor for ground-
level ozone in the eastern United States (32). Indeed, the large
model biases of surface ozone in warm and dry weather are largely
corrected in the sensitivity simulation in which model estimated
isoprene emissions are doubled (Fig. 2 A and E and SI Appendix,
Fig. S8). In addition, the increase in isoprene emissions also brings
the model simulated column density of formaldehyde (CH2O), a
high-yield product from isoprene chemistry that is often used for
validating the isoprene emission inventory (33, 34), to a better
agreement with Global Ozone Monitoring Experiment-2 (GOME-2)
satellite observations (SI Appendix, Fig. S9). Note that the CH2O
column in the base simulation agrees with GOME-2 observations in
October 2008 and 2009. This comparison again indicates that the
model most likely underestimated the isoprene emissions under
the warm and dry weather of October 2010.
We did not perform sensitivity simulations with high-VDP

enhanced isoprene emissions for October 2008 and 2009 because
the available observations are inadequate to quantify the isoprene
emission response function. However, if isoprene emission in-
crease is a biological response of plants to short-term water stress
(17–21), we would expect that there exists a threshold VPD value
above which plants would respond. In fact, the base model un-
derestimation of the observed ozone occurs mostly when daytime
VPD is greater than its monthly median of 1.7 kPa (Fig. 2E). If
we construct an [O3]MDA8 composite using the base simulation
results when VPD < 1.7 kPa and the doubled isoprene emission
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simulation when VPD > 1.7 kPa, the resulting regression slope
(18 ppbv/kPa) between [O3]MDA8 and VPD is much closer to the
observed regression slope (22 ppbv/kPa) than either the base
simulation (12 ppbv/kPa) or the doubled isoprene emission sim-
ulation (14 ppbv/kPa) (Fig. 2E). Because no VPD values in 2008
and only ∼5% in 2009 exceeded 1.7 kPa (Fig. 2C), we expect that
high-VPD driven isoprene emission enhancement is negligible in
these two years. It is also noteworthy that compared with the large
isoprene emissions (50–100 mg·m−2·d−1) in the summer over the SE
(32), the doubled isoprene emissions in the sensitivity simulation
(20–30 mg·m−2·d−1 for October 7–12 and ∼15 mg·m−2·d−1 for
October 16–18 and 21–24 in 2010) are still quite low. However,
because of the shift of chemistry regime from NOx-sensitive in the
summer to VOC-sensitive in the fall (35), the ozone production
becomes more sensitive to isoprene emissions in October than July
(Fig. 4 A and B). Therefore, it is important to accurately simulate
biogenic isoprene emissions in the fall season.
The dependence of isoprene emissions on temperature is

known, and the effect is already included in the-state-of-art bio-
genic emission algorithms (32). However, the base simulation (Fig.
2A) that includes this effect still underestimates regional mean
[O3]MDA8 during the episodes and satellite CH2O columns in
October 2010. The sensitivity simulation with perturbed near
surface temperature also shows that this effect alone is not large
enough to explain the underestimation (SI Appendix, Fig. S10).
Whereas 40% of daily Tmax in 2009 exceeds the median Tmax in
2010 (Fig. 2D), only 5% of 2009 daily VPD exceeds the 2010
median VPD (Fig. 2C). The response of isoprene emissions to

VPD is studied much less and not included in current biogenic
emission algorithms. Isoprene emissions decrease drastically un-
der severe drought conditions when soil moisture is below a
threshold (21, 32), confounding the relationship between isoprene
emissions and VPD in field observations (20, 21, 36, 37). However,
a few studies reported that the current biogenic emission algo-
rithm underestimates the enhanced isoprene emissions at the
initial stage of a drought when large variation in ambient humidity
occurred but the decrease in soil moisture was insignificant (20,
21). Similarly, in the case of October 2010, high VPD was episodic
(Fig. 2B) and soil moisture was not a limiting factor (SI Appendix,
Fig. S11). In addition, a few laboratory studies have observed the
enhancement of isoprene emissions in a dry environment (17–19).
For example, controlling confounding factors such as air tem-
perature, radiation, carbon dioxide concentration, soil moisture,
and water vapor, a study conducted in Biosphere 2 found that the
gross isoprene production from cottonwood trees is enhanced by a
factor of 2 when VPD increased from 1 kPa to 3 kPa (17) (SI
Appendix, Fig. S11), which is consistent with the doubling of iso-
prene emissions during high-ozone episodes of October 2010 (Fig.
2B). Enhanced isoprene emissions are likely due in part to in-
creased leaf temperature and decreased internal CO2 concentra-
tion, caused by reduced stomatal conductance under mild drought
stress (20). More field and laboratory measurements are obvi-
ously required to quantify the response function of isoprene
emission to short-term stress of high VPD and to understand the
underlying mechanisms.

Fig. 4. Implications for air quality management. (A and B) Simulated relative sensitivity of daytime ozone to the change of isoprene emissions is larger in
October 2010 (SE average 0.03) than in July 2010 (SE average 0.01) over the SE, demonstrating that the ozone production is more sensitive to biogenic VOC
emissions in the fall because of the chemical regime shift. (C) Ensemble mean projection from the GFDL model (five ensemble members, RCP 4.5) shows an
increasing trend of daytime VPD (P < 0.01) in the SE in October in the next 50 y. Thick black and red lines represent the ensemble mean and the linear trend,
respectively. Thin colored lines are ensemble members. (D) Number of high VPD days similar to October 2010 episodes increase in the five GFDL model
projections. Error bars represent the SD among the ensemble members.
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Implications. The observations in the past three decades demon-
strated that October ozone in the SE did not decrease like in July
despite anthropogenic emission reductions in the region and that
the two October high ozone extremes both occurred in the 2000s,
implying higher ozone sensitivity to climate variation in October
than July in the region. However, current discussion on the ozone
climate penalty (the response of ground-level ozone to climate
change) tends to focus on the ozone–temperature relationship (3,
4, 6–9, 16). In this study, we find that a significant impact of VPD
variation on the climate–chemistry interaction in the SE during
the fall. Under the Representative Concentration Pathway (RCP)
4.5 scenario with a stabilizing CO2 concentration in the future, the
state-of-the-science climate models (e.g., Geophysical Fluid Dy-
namics Laboratory, GFDL) (Fig. 4C) show an increasing trend of
daytime VPD (P < 0.01). Moreover, the number of high-VPD
days, similar to the extreme episodes in 2000 and 2010, is also
projected to increase (Fig. 4D). In addition, the GFDL model
projects an insignificant trend of soil moisture over the SE in
October (SI Appendix, Fig. S12). This result is consistent with a
systematic examination of Coupled Model Intercomparison Proj-
ect 5 (CMIP5) simulations (38), although the uncertainties in soil
moisture projections are large (38). If soil moisture is not the
limiting factor, surface ozone will be affected by VPD-regulated
biogenic isoprene emissions and it is expected to increase in the
future on the basis of the GFDL model projections. In addition,
these periods will also likely be accompanied by fewer clouds
(more active photochemistry), lower wind speed (less ventilation
by advection), and higher temperature (higher biogenic emis-
sions), as in the October 2010 case (Fig. 2B), all factors contrib-
uting to higher ozone concentrations. The observations in the past
three decades indicate that the October ozone extremes in the SE
are more sensitive to climate factors than decreasing anthropo-
genic emissions. Therefore, we suggest that VDP variation is a key
factor for understanding the potential of ozone season extension
into the fall in the SE in the future in addition to the potential
impacts of anthropogenic emission changes. Furthermore, an in-
crease of biogenic isoprene emissions will likely lead to an increase
of secondary organic aerosols. Hence, policies effective at miti-
gating regional climate changes in the SE will also likely reduce
the adverse effects of biogenic emissions on regional air quality.

Methods
Ground-Level Ozone Data.We downloaded the hourly ground-level ozone
measurements (1980–2010) from the EPA Data Mar ( https://aqs.epa.gov/api ).
To obtain a policy-relevant measure, we first calculated the maximum daily
8-h average ozone ([O 3]MDA8) for each site by using hourly data. [O 3]MDA8

was used for most of our analysis. To reflect the regional-scale ozone fea-
ture, we then averaged over all of the stations within a region (i.e., SE, NE,
MW, and CA) to obtain the regional daily [O 3]MDA8 . To explore the long-term
features, we also derived the regional monthly mean [O 3]MDA8 by averaging
the regional daily [O 3]MDA8 within a month. Although the analysis focused
on the SE, we also compared results from the SE with those from NE, MW,
and CA to better understand the regional differences.

Most of the ozone model-observation comparisons in this study were
conducted on a regional basis. By doing so, we reduced the impact of local-
scale uncertainties in meteorology and anthropogenic emissions on the
comparisons. The SE region, the focus of this study, mainly includes Arkansas,
Louisiana, Tennessee, Mississippi, Alabama, Georgia, North Carolina, and
South Carolina (Fig. 1 A). [O3]MDA8 time series at individual sites within a such-
defined SE region are well correlated with the regional average ( SI Ap-
pendix , Fig. S13), indicating that the regional average is representative. To
ensure the representativeness of the regional average, neighboring states
such as Florida, Oklahoma, and Texas are not included in the SE region
because of the poor correlations between individual sites in these states and
the SE regional average ( SI Appendix , Fig. S13). In October 2010, however,
ozone enhancements also occurred in these states (Fig. 1 A).

Meteorological Reanalysis Data. We used National Centers for Environmental
Prediction Climate Forecast System Reanalysis (CFSR) data (39) to study me-
teorological patterns associated with regional ozone distributions. The original

data were hourly and analyzed meteorological parameters included temper-
ature, relative humidity, and wind speed. To obtain daily measures relevant to
ozone production, we derived daily maximum temperature ( Tmax) and day-
time-averaged parameters such as RH and wind speed. In this study, daytime is
defined as 10:00 AM to 5:00 PM, coincident with the average high-ozone
period in a day. We computed daytime-averaged VPD from hourly tempera-
ture and RH data. Like ground-level ozone, we derived regional daily and
regional monthly-mean series for these meteorological parameters to in-
vestigate the regional features on daily and monthly scales, respectively.

Satellite CH2O Observations. We used satellite formaldehyde column data
measured by GOME-2 onboard METOP-A for model comparison (daily retrieval
product in 0.25° × 0.25° resolution from h2co.aeronomie.be/ ) (40). The data are
available after 2007. The overpass time for GOME-2 is around 10:00 AM local
time. For comparison, model results at the overpass time were sampled. Sat-
ellite observations with cloud fraction greater than 40% were removed (40).
For Octobers 2008, 2009, and 2010, similar fractions ( � 50%) of grids are
flagged as good quality in the daily retrieval product. For the detailed retrieval
algorithm, see De Smedt et al. (40).

Biomass Burning Area and Emissions.We used GFED4s to investigate the impact
of fire emissions. GFED combines satellite information on fire activity and
vegetation productivity to estimate burned areas (41) and fire emissions (42).
The technique described in ref. 43 was applied in GFED4s to include small fires
(e.g., fires in croplands and wooded savannas).

Chemical Transport Model Simulations. We used the 3D REAM to explore the
missing mechanisms in the biosphere –chemistry–climate interactions. The REAM
has been applied over North America, East Asia, and the Polar Regions (24, 25, 44–
49). The model has a horizontal resolution of 36 km and 30 vertical layers in the
troposphere. Meteorological fields are a ssimilated by using the Weather Research
and Forecasting model constrained by the C FSR data. Transport schemes (advec-
tion, convection, and turbulent mixing) are implemented by following previous
work (50 –52). SI Appendix, Fig. S14shows that the model is able to capture the
observations of ozone vertical profile and boundary layer height in Huntsville, AL,
reasonably well ( nsstc.uah.edu/atmchem/ ). The anthropogenic emissions are from
the emission inventory of 2010 for the Task Force on Hemispheric Transport of Air
Pollution version two (HTAPv2, iek8wikis.iek.fz-juelich.de/HTAPWiki/WP1.1 ). The
anthropogenic emission inventory in the United States has been improved greatly
in recent years. Therefore, we do not expe ct large regional biases caused by errors
in anthropogenic emissions. The biogenic isoprene emissions are calculated by
using the Model of Emissions of Gases and Aerosols from Nature (MEGAN v2.1)
algorithm (53), which takes into account em ission dependence on physical factors
such as temperature, solar radiation, l eaf area index, and vegetation functional
type. The leaf area index fed into th e MEGAN module is from the Moderate
Resolution Imaging Spectroradiometer (MODIS, MOD15A2).

The chemical mechanism is adopted from GEOS-Chem v9.1 with updates on
chemistry of aromatics (47), isopren e (54, 55), and isoprene nitrates (56 –58). It is
noteworthy that recent studies (58) found that field measurements are consistent
with relatively low NO x recycling efficiency ( � 25%), resulting mainly from aerosol
uptake, indicating that the impact of isoprene nitrate chemistry on surface ozone
is much smaller than previously thought (56). With these updates, we find that
the impact of isoprene nitrate chemistry is less than 1 ppbv regionally.

To understand the interannual var iation, we conducted 3D REAM sim-
ulations for October 2008, 2009, and 2010, which were average, low, and
high ozone Octobers, respectively. For the extreme high-VPD and high-
ozone October of 2010, a simulation with doubled isoprene emissions
reduced the model biases during the episodes, suggesting that the model
likely underestimated biogenic emissions during high-VPD periods. To
estimate the impact of biomass bur ning emissions, we conducted model
experiments with and without GFED fire emissions. To understand the
direct and indirect impact of temperature on ground-level ozone, we also
perturbed the boundary layer temperature by +1 K and +2 K with and
without the feedback on biogenic isoprene emissions. To compare the
sensitivity of daytime ozone to isoprene emissions in the summer and fall,
we conducted a base simulation in Ju ly 2010 and two sensitivity simula-
tions with 20% enhancement of iso prene emissions in July 2010 and
October 2010. We then calculated the relative sensitivity [( � O3/O3)/(� E/E)
where E is the biogenic emissions] by using the base and sensitivity
simulation results.

Climate Model Projections. We obtained climate model forecast from the
CMIP5 archive (https://pcmdi.llnl.gov/projects/cmip5/ ). For comparison with
historic daytime VPD, three-hourly outputs of surface temperature and rel-
ative humidity were needed to compute the projected daytime VPD. Five
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GFDL model outputs under the RCP 4.5 scenario were selected mainly be-
cause of the availability of the three-hourly outputs from these model runs.
Among these GFDL model runs, only three archived soil moisture.

EVD Method. To interpret the contributions of correlated variables (tempera-
ture and VPD) to the ground-level ozone, the EVD method was used. With this
method,wedecomposed the contributions of temperature andVPD to ground-
level ozone (R2) into that attributable solely to Tmax, that solely attributable to

VPD, and that attributable to the correlation between Tmax and VPD. See SI
Appendix, SI Text for detailed description of the method.
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