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Abstract

Positive matrix factorization (PMF) was used to infer the sources of PM2.5 observed at four sites in Georgia and

Alabama. One pair of urban and rural sites in each state is used to examine the regional and urban influence on PM2.5

concentrations in the Southeast. Eight factors were resolved for the two urban sites and seven factors were resolved for

the two rural sites. Spatial correlations of factors were investigated using the square of correlation coefficient (R2)

calculated from the resolved G factors. Fourier transform was used to define the temporal characteristics of PM2.5

factors at these sites. Factors were normalized by using aerosol fine mass concentration data through multiple linear

regression to obtain the quantitative factor contributions for each resolved factor. Common factors include: (1)

secondary sulfate dominated by high concentrations of sulfate and ammonium with a strong seasonal variation peaking

in summer; (2) nitrate and the associated ammonium with a seasonal maximum in winter; (3) ‘‘coal combustion/other’’

factor with presence of sulfate, EC, OC, and Se; (4) soil represented by Al, Ca, Fe, K, Si and Ti; and (5) wood smoke

with the high concentrations of EC, OC and K. The motor vehicle factor with high concentrations of EC and OC and

the presence of some soil dust components is found at the urban sites, but cannot be resolved for the two rural sites.

Among the other factors, two similar industry factors are found at the two sites in each state. For the wood smoke

factor, different seasonal trends are found between urban and rural sites, suggesting different wood burning patterns

between urban and rural regions. For the industry factors, different seasonal variations are also found between urban

and rural sites, suggesting that this factor may come from different sources or a common source may impact the two

sites differently. Generally, sulfate, soil, and nitrate factors at the four sites showed similar chemical composition

profiles and seasonal variation patterns reflecting the regional characteristics of these factors. These regional factors

have predominantly low frequency variations while local factors such as coal combustion, motor vehicle, wood smoke,

and industry factors have high frequency variations in addition to low frequency variations.
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Fig. 1. Locations of SEARCH monitoring sites.
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1. Introduction

High concentrations of particulate matter (PM) are an

important air pollution issue in the United States (Vedal,

1997; Rudell et al., 1999). Particles in the air may arise

from a wide variety of natural or anthropogenic sources.

Health effects of airborne particles have been studied

extensively, and significant and positive associations

between human mortality/morbidity and PM concen-

trations or some PM components have been observed in

some studies but not in others (Dockery et al., 1993;

Schwartz et al., 1993; Lipfert and Wyzga, 1995). More

recent studies indicate that fine particles

(PM2.5,o2.5 mm in diameter) are more likely associated

with adverse health effects (Gilliland et al., 2001; Peters

et al., 2001; Pope et al., 2002) than other PM fractions.

In an effort to better characterize and understand the

factors controlling near-surface PM concentrations in

the Southeast, a multi-year study, the Southeastern

Aerosol Research and Characterization project

(SEARCH), was initiated in August 1998 and is

scheduled to operate through 2005 (e.g. Hansen et al.,

2003). SEARCH consists of 8 monitoring stations in 4

urban-rural pairs in 4 states: Alabama (North Birming-

ham [BHM] and Centreville [CTR]), Georgia (Atlanta

[JST] and Yorkville [YRK]), Mississippi (Gulfport

[GFP] and Oak Grove [OAK]), and Florida (Pensacola

[PNS] and suburban Pensacola [OLF]). Measurements

at each site include a wide range of gases (O3, NO, NO2,

NOy, HNO3, SO2, CO), PM mass (PM2.5, PM10�2.5),

PM composition (elemental carbon (EC), organic

carbon (OC), sulfate (SO4), nitrate (NO3), ammonium

(NH4), and trace metals), and meteorological para-

meters (wind speed, wind direction, temperature, relative

humidity, barometric pressure, solar radiation, and

rainfall).

Two objectives of the SEARCH study are to: (1)

estimate the source contributions and (2) better under-

stand the chemical composition of each source (Hansen

et al., 2003; Zheng et al., 2002). Source apportionment

studies using factor analysis have been previously

conducted for the observations at the JST site from

August 1998 to August 2000 (Kim et al., 2003a, b, 2004).

These investigations provided important insight in the

source apportionment at this site and showed some

innovative use of speciated carbon fraction measurements.

Our main interests in the current study are to

understand the urban-rural difference, the regional-local

contrast, and the seasonal variations of the source-

related factors. We apply positive matrix factorization

(PMF) analysis (Chueinta et al., 2000; Lee et al., 1999;

Paterson et al., 1999; Paatero and Tapper, 1993, 1994;

Paatero, 1997; Polissar et al., 1998, 1999, 2001) to

SEARCH PM2.5 observations at four sites (two urban–

rural pairs) in Alabama (urban BHM and rural CTR)

and Georgia (urban Atlanta and rural Yorkville) from
January 2000 to December 2002. By analyzing the

urban-rural pairs, we examine their correlations influ-

enced by regional sources and the factors contributing to

urban–rural concentration gradients. To further exam-

ine the seasonal variations of the PM2.5 factors, we make

use of Fourier transforms to define the frequency

variation of the factors. The power spectra provide a

simple way to analyze the periodicity of time series data

(Hies et al., 2000; Sebald et al., 2000). We expect the

regional factors to have higher correlations among the

sites and variations in lower frequencies than the local

factors.
2. Sample collection and chemical analysis

PM2.5 composition data analyzed in this study consist

of the measurements taken at four sites of the SEARCH

network (Fig. 1) (Hansen et al., 2003). In Georgia, the

urban (JST) monitoring site is located 4 km northwest of

downtown Atlanta; the rural (YRK) monitoring site is

located 60 km northwest of the center of Atlanta. In

Alabama, the urban (BHM) site is located 4 km north of

downtown Birmingham; the rural (CTR) site is located

about 70 km southwest of central Birmingham.

Daily integrated PM2.5 samples were collected at the

JST site. PM2.5 samples were collected every third day at

the BHM, CTR and YRK sites. Samples were collected

by using particulate composition monitors (Atmo-

spheric Research and Analysis, Inc., Durham, NC) that

have three sampling lines (air flow rate 16.7 lmin�1) with

inlets at 5m above ground. More detailed descriptions

can be found elsewhere (e.g., Kim et al., 2003a).

A total of 932 samples for the JST site, 336 samples

for the BHM site, 347 samples for the YRK site and 338

samples for the CTR site were obtained and analyzed,

covering the time period from January 2000 through

December 2002. For each sample, concentrations of the

following 19 chemical species were usually available:
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SO4
2�, NO3

�, NH4
+, EC, OC (OC was calculated as

OC1+OC2+OC3+OC4+OP and EC as EC1+

EC2+EC3-OP (as defined in Chow et al., 1991), As,

Ba, Br, Cu, Mn, Pb, Se, Ti, Zn, Al, Si, K, Ca, and Fe,

although there are occasional ‘‘missing data’’ (no

reported measurement) for one or more species. The

total PM2.5 mass concentration for each sample, the

analytical uncertainty and detection limit for each

chemical species were also obtained.
3. Methodology

In this study, PMF was used to analyze PM2.5 data at

the four sites. Application of PMF requires that error

estimates for the data be chosen judiciously to reflect the

quality and reliability of each data point. This feature

provides one of the important advantages of PMF: the

ability to handle missing and below detection limit data

by adjusting the corresponding error estimates. In the

four data sets for the present study, there were missing

and below detection limit values for different chemical

species in different samples. The summary for the PM2.5

mass and 19 component concentrations used for PMF

analysis are shown in Table 1. In this work, missing data

were replaced by the geometric mean of corresponding

elements and four times the geometric mean as the

corresponding error estimates (Polissar et al., 1998).
Table 1

Summary of the PM2.5 mass and compositions (mgm�3) used in the P

Species JST YRK

A.M.a G.M.b A.M. G.M.

PM2.5 16.72 15.04 13.88 12.05

SO4 4.55 3.840 4.42 3.58

NO3 0.96 0.703 0.92 0.65

NH4 2.39 2.127 2.27 1.86

EC 1.44 1.19 0.56 0.48

OC 4.05 3.58 2.81 2.44

As 0.001 0.001 0.001 0.001

Ba 0.016 0.015 0.016 0.015

Br 0.004 0.003 0.003 0.002

Cu 0.003 0.001 0.001 0.001

Mn 0.002 0.001 0.001 0.001

Pb 0.005 0.003 0.002 0.002

Se 0.001 0.001 0.001 0.001

Ti 0.003 0.003 0.002 0.002

Zn 0.013 0.010 0.006 0.005

Al 0.022 0.011 0.011 0.006

Si 0.089 0.066 0.049 0.034

K 0.059 0.049 0.045 0.037

Ca 0.043 0.035 0.025 0.019

Fe 0.074 0.060 0.024 0.020

aA.M. denotes arithmetic mean.
bG.M. denotes geometric mean.
Half of the detection limit was used for the values below

the detection limit and 5/6 of the detection limit was

used for the corresponding error estimate (Polissar et al.,

1998).

With the total PM2.5 mass concentration measured for

each sample, multiple linear regression was performed to

regress the mass concentration against the factor scores

obtained from PMF. Because of the uncertainties

introduced by the measurement matrix, PMF results

always have a portion of unexplained variation. The

mass concentration minus the unexplained variation

portion from G factors (the factor loading matrix) was

used to regress the factor scores so that the contribution

by each resolved factor was obtained. The regression

coefficients were used to transform the factor profiles

into those with physically meaningful units. Spatial

differences and urban–rural concentration gradients

were also examined using the factor contributions

estimates from PMF.

Frequency separation in a pollutant time series is

important as discussed by several studies (Eskridge

et al., 1997; Rao et al., 1997) since the dynamic processes

operate on different frequencies. Fourier transformation

was employed to find the time-frequency relationship of

the factor contributions estimated by PMF. Only the

factor contribution results for the JST data were used to

perform Fourier transform since daily samples were

taken only at the JST site.
MF analysis

BHM CTR

A.M. G.M. A.M. G.M.

17.92 15.68 12.60 10.88

4.63 3.87 4.02 3.38

0.98 0.74 0.34 0.24

2.54 2.18 1.33 1.22

1.82 1.41 0.52 0.37

4.31 3.59 2.73 2.34

0.004 0.002 0.001 0.001

0.017 0.016 0.016 0.015

0.005 0.003 0.002 0.002

0.007 0.003 0.001 0.001

0.015 0.007 0.001 0.001

0.026 0.011 0.002 0.001

0.001 0.001 0.001 0.001

0.003 0.003 0.002 0.002

0.119 0.058 0.009 0.004

0.021 0.010 0.016 0.007

0.166 0.115 0.068 0.028

0.118 0.082 0.062 0.041

0.114 0.080 0.032 0.015

0.178 0.122 0.030 0.019
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As done in a previous spectral analysis of air pollutant

concentrations (Hies et al., 2000), we apply a logarith-

mic transformation for variance stabilization. Average

concentrations (in log space) were subtracted from all

values to obtain a zero mean for the series, and the

missing values were set to zero. Discrete Fourier

transform using a fast Fourier transform of the time

series was calculated to construct the periodogram, an

estimate of the spectral density function for a finite time

series.

The discrete Fourier transform X ðkÞ is defined as

X ðkÞ ¼
1ffiffiffiffiffi
N

p
XN�1

t¼0

xt expð�2pnktÞ k ¼ 0; 1; . . . ;N � 1, (1)

where N is the number of observations, xðtÞ is the

original time series, and nk ¼ k=N. The periodogram is

calculated at frequency nk as the squared magnitude of

the discrete Fourier transform, or

PðnkÞ ¼ jX ðkÞj2. (2)

The spectral density function indicates the strength of

the signal as a function of frequency, and the integral of

the spectral density function over frequency equals the

variance of the time series data.
4. Results

4.1. Apportionment

A critical step in PMF analysis is the determination of

the number of factors. The normal practice is to

experiment with different numbers of factors and find

the optimal one with the most physically meaningful

results. Analysis of the model fit, Q, can be used to help

determine the optimal number of factors (Yakovleva

et al., 1999). Assuming that reasonable error estimates

of individual data points are available, fitting each value
Table 2

Squared correlation coefficients (R2) for the factors by PMF at the fo

JST vs. YRK JST vs. BHM JST vs. C

Sulfate 0.77 0.38 0.34

Nitrate 0.33 0.22 0.28

Soil 0.77 0.48 0.70

Coal 0.03 0.03 0.00

Wood smoke 0.17 0.08 0.06

Motor vehicle N.A. 0.13 N.A.

Industry source 1 0.23 N.A. N.A.

Industry source 2 0.02 N.A. N.A.

Industry source 3 N.A. N.A. N.A.

Industry source 4 N.A. N.A. N.A.

PM2.5 mass 0.75 0.49 0.42
should add one to the sum and the theoretical value of Q

should be approximately equal to the number of data

points in the data sets. However, the resulting solution

also needs to be physically meaningful within the system

of interest. Based on the evaluation of the resulting

factor profiles, the selected final PMF solutions in this

study were determined by trial and error with different

numbers of factors as well as different uncertainty

estimates. Eight factors were resolved for the two urban

sites and seven factors were determined for the two rural

sites. Five factors are common among the four sites. We

refer to them as secondary sulfate, nitrate, soil, wood

smoke, and coal combustion/other. In order to find the

spatial variations contributed by different factors among

the four sites, the square of correlation coefficient (R2)

was calculated from the G factors that were common for

the four sites (Table 2).

The secondary sulfate factor has high concentrations

of sulfate and ammonium. Fig. 2 shows the factor

profiles and factor contributions resolved from PMF at

these four sites. OC and a small amount of EC were

associated with this factor. The EC content probably

reflects an increase in those concentrations under more

stagnant conditions, and suggests that any resolved

factor does not purely represent one source. The OC

association was consistent with several previous studies

(Ramadan, et al., 2000; Kim et al., 2004). In the Phoenix

study (Ramadan et al., 2000), the high particulate

content of OC in this factor profile was explained as a

result of coating of sulfur particles by OC from motor

vehicles. However, secondary organic aerosol formation

may also coincide with the secondary sulfate formation

during the transport of the materials emitted from

primary sources to the receptor sites. Molar ratios of

ammonium to sulfate were 2.3, 2.0, 2.1 and 1.6 for the

JST, YRK, BHM, and CTR site, respectively. Con-

sidering the possibility of evaporation of ammonium

during sample analysis and the uncertainty from the

PMF model, sulfate is likely present primarily as
ur sites

TR BHM vs. YRK BHM vs. CTR YRK vs. CTR

0.54 0.37 0.44

0.29 0.21 0.26

0.34 0.64 0.65

0.15 0.05 0.04

0.19 0.19 0.25

N.A. N.A. N.A.

N.A. N.A. N.A.

N.A. N.A. N.A.

N.A. 0.00 N.A.

N.A. 0.08 N.A.

0.45 0.62 0.52
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Fig. 2. Profiles of and contributions by the sulfate factors resolved by PMF at the four sites. The bottom panel shows the Periodogram

of the mean-subtracted factor contribution (in log space) at JST site.
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ammonium sulfate at these four receptor sites, though

sulfate at CTR is probably not fully neutralized much of

the time. This factor shows a strong seasonal variation

with high concentrations in summer, reflecting photo-

chemically enhanced gas-phase and heterogeneous cloud

processing of sulfate production from SO2 during

summer. The bottom panel in Fig. 2 shows the period-

ogram for this factor at the JST site. There is a large

peak at low frequency for the annual cycle and almost
no peak at higher frequencies, which suggests the

importance of the seasonal dependence of sulfate

formation. Significant correlations (Table 2) were found

for this factor at the four sites reflecting, the regional

nature of sulfate formation and transport.

The ‘‘coal combustion/other’’ factor has strong

signals of sulfate, EC, OC, and particularly Se at all

sites (Fig. 3). The prior studies by Polissar et al. (2001)

and Kim et al. (2003b) in the eastern US suggest that the
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Fig. 3. Same as Fig. 2 but for the coal combustion/other factors.
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‘‘coal’’ factor may represent the variability in sulfur

photochemical transformation, with the large mass

contribution factor in summer and the higher Se/S ratio

factor in winter. Therefore, this factor probably

represents the higher Se/S ratio factor during winter,

likely also including some contributions by local coal

combustion emissions (Edgerton et al., 2003). The ratios

of OC to Se were 139.5, 179.4, 134.9 and 162.3 for the

JST, YRK, BHM, and CTR sites, respectively. The OC/

Se ratios were much higher than the previous resolved
coal boiler source profiles (Watson et al., 2001). There is

now increasing evidence that acid PM can catalyze the

formation of secondary organic aerosol (Jang et al.,

2002). Thus, the increased OC associated with these

particles could arise either by condensation of urban OC

onto the particles as suggested by Ramadan et al. (2000)

or it could also represent the acid catalyzed conversion

of adsorbed precursors including isoprene and other less

volatile material. The ratios of EC to Selenium were

47.9, 4.09, 25.6 and 5.52 for the JST, YRK, BHM, and
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Fig. 4. Same as Fig. 2 but for the nitrate factors.
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CTR site, respectively. The reported EC/Se ratio varies

from 1 to 24 depending on boiler type and efficiency

(Watson et al., 2001). The high variation in industrial

boilers from different industrial sources in urban areas

may explain the different EC/Se ratios between the rural

and urban sites. The periodogram for this factor at the

JST site is shown at the bottom panel of Fig. 3. The

large peak at low frequency corresponds to an annual

cycle, and the little peak at high frequency relates to a

weekly cycle. The annual cycle may reflect the seasonal
variation and the weekly cycle may represent the

weekday-weekend activity for this factor. The weekly

fluctuation suggests that other industrial sources in

addition to power plants are involved in this factor as

power plant operation would not be expected to have

such a pronounced weekly variation. Seasonal trends

between urban and rural sites, i.e., JST vs. YRK

and BHM vs. CTR, were apparently different except

for some sporadic periods. It is also reflected by the

low correlation coefficients of this factor among the
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Fig. 5. Same as Fig. 2 but for the soil factors.
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four sites (Table 2), indicating the predominant local

impact.

Fig. 4 shows the factor profile and contribution results

for the secondary nitrate factor. This factor is repre-

sented by high concentrations of nitrate and ammo-

nium. OC and a small amount of EC were also

associated with this factor. This can also be explained

by the secondary aerosol formation process as pre-

viously mentioned. Molar ratios of ammonium to

nitrate were 1.1, 0.9, 1.4 and 1.2 for the JST, YRK,

BHM, and CTR site, respectively. Considering the

possibility of evaporation of ammonium during sample

analysis, the mixed sulfate in this factor and the

uncertainty of the PMF model, the nitrate is probably

present as ammonium nitrate. Nitrate is formed in the

atmosphere mostly through the oxidation of NOx. The

particulate partitioning of total nitrate (HNO3(g)+

NO3
�) depends on ambient temperature, relative humid-

ity, and the presence of ammonia or alkaline PM. Nitric

acid gas tends to condense to particulate NH4NO3 at
low temperature and high humidity. High peaks of

nitrate occurred mainly during wintertime in part

because of low temperature. The bottom panel in

Fig. 3 shows the periodogram for this factor at the

JST site. The seasonal dependence of nitrate formation

is reflected by a large peak at low frequency. Similar

seasonal variations of ammonium nitrate at the four

sites reflect the regional nature of ammonium nitrate

formation and transport. The localized character in

the urban areas was reflected by the small monthly

peak. The R2 values for the nitrate factor among

the four sites are not as high as those of sulfate factors.

The larger heterogeneity in the nitrate as compared to

the sulfate factor is partly due to the shorter lifetime of

NOx than SO2, which amplifies the influence of local

sources.

The soil factor has high concentrations of Al, Si, Ca,

Fe, K, and Ti, representing wind-blown crust dust and

re-suspended road dust. Fig. 5 shows that the soil factors

are fairly consistent among the four sites. This factor has
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Fig. 6. Same as Fig. 2 but for the wood smoke factors.
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high source contribution peaks during April 2001, July

2001 and July 2002. These are likely intercontinental

dust transport events as observed in a number of other

analyses across the eastern US. The April 2001 event is

due to transport from Asia (Environmental Protection

Agency (EPA), 2003). The July episodes in these 2 years

are probably from Saharan dust based on back

trajectory analysis as well as prior studies. Prospero

(2001) showed that the summer trade winds carry

African dusts into southeastern United States. The
mixed EC content in this factor also suggests that the

resolved factor mixed with some other sources during

the long-range transport. The bottom panel in Fig. 5

shows the periodogram for this factor at the JST

site. The large peak at low frequency for the annual

cycle indicated the seasonal variation of this factor.

There is almost no peak at high frequency except a

monthly variation, suggesting that local dust has limited

impact on this factor at the JST site. Similar seasonal

trends of this factor at the four sites and the significant
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Fig. 7. Same as Fig. 2 but for the motor vehicle factors.
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correlations among the four sites imply that this factor is

a regional factor.

A wood smoke factor was also resolved at each of the

four sites. This factor is represented by high concentra-

tions of OC, EC and K (Fig. 6). The wood smoke factor

is probably related to local residential and commercial

wood burning, local agricultural burning, and occa-

sional forest fires. For the two urban sites, this factor has

a seasonal trend with high values in winter and short-

term peaks in spring and summer. The winter peaks

likely indicate residential wood burning and other urban

wood burning activity, and the spring and summer

events are likely to be related to local agricultural field

and forest management through burning. The period-

ogram for this factor is shown at the bottom panel of

Fig. 5 for the JST site. The different wood burning

activity in winter and summer is represented by large

annual and semi-annual cycles. Compared to the urban

sites, this factor at the rural sites had more peaks during
spring and summer and fewer peaks in winter, suggest-

ing that the rural areas are more likely impacted by

forest fires and agricultural burning, and the urban sites

are more likely impacted by local residential and other

wood burning. The correlation coefficients of this factor

among the four sites were substantially lower, indicating

that different sites are influenced by different sources for

this factor.

A motor vehicle factor was resolved at the two urban

sites (JST and BHM). It is represented by high

concentrations of OC, EC and the inclusion of some

soil dust constituents (Fe, Ca, Si). Some sulfate and

ammonium may be mixed in this factor during the

formation and transport of particles. The bottom panel

in Fig. 7 shows the periodogram for this factor at the

JST site. The characteristic weekly driving cycle is

reflected by the weekly peak. The complicated driving

patterns and emission characteristics for this factor

were echoed by large peaks for semi-annual, seasonal
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Fig. 8. Profiles of and contributions by the ‘‘Industry factor 1/dust’’ factors resolved from the JST and YRK sites.
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(90 days), monthly, and other weekly seasonal cycles.

The apparently different temporal variability and the

low correlation coefficients between the two sites may

indicate that this factor is strongly influenced by local

traffic sources.

At the JST and YRK sites, an industrial factor with

high OC and calcium concentrations along with some

dust elements, ‘‘Industry Factor 1/dust’’, was resolved

(Fig. 8). This factor is likely the result of a cement kiln

located in Atlanta (Kim et al., 2003a, b, 2004) along with

some local dust sources. The bottom panel of Fig. 8

shows the periodogram for this factor at the JST site.

The large peak at low frequency corresponded to an

annual cycle and the peaks at higher frequencies were

related to the monthly and weekly cycles for this factor.

The weekly cycle was related to weekday-weekend

activity. The factor contribution peak matched well

during spring and fall between JST and YRK site with a

R2 value of 0.23 (Table 2). This indicates that the two
sites may be affected by some common sources under

certain meteorological conditions.

A factor with high mass fractions of Zn, Fe, and Pb,

‘‘Industry Factor 2’’, was also resolved at both the JST

and YRK sites (Fig. 9). A metal recycling facility found

by previous JST site studies (Kim et al., 2003a, b; Kim

et al., 2004) may be the origin of this factor for JST site,

but it would be unlikely that the YRK site be impacted

by this source. Thus, this factor more likely represents a

more general industrial source. The bottom panel of

Fig. 9 shows the periodogram for this factor at the JST

site. The large peak at low frequency corresponded to

the annual cycle, and the peak at high frequencies was

related to a weekly cycle. The high weekly peak

suggested this factor was much dominated by week-

day-weekend activity. The temporal variabilities be-

tween these two sites are not correlated, consistent with

the very low R2 value (Table 2) between the two sites. It

emphasizes that this factor may come from different
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Fig. 9. Same as Fig. 8 but for the ‘‘Industry factor 2’’ factors.

W. Liu et al. / Atmospheric Environment 39 (2005) 4453–44704464
sources or represents a more general set of industrial

sources near the YRK site.

At the BHM and CTR sites, ‘‘Industry Factor 3’’ with

high concentrations of Zn, Fe, Cu, Pb, and Mn was

resolved (Fig. 10). The factor profiles were similar

between these two sites except that there is less EC at the

CTR site. However, the correlation between the two

sites was low (Table 2) and there were no similar time

variations for this factor between these two sites. It

suggests that this factor may come from different

sources or a common source that has different impacts

at the two receptor sites.

Another factor, ‘‘Industry Factor 4/dust’’, with high

EC and dust elements was also resolved for the BHM

and CTR sites (Fig. 11). This factor most likely

represents emissions from coke plants near Birmingham

along with some local dust sources. The components

of this factor are a little different between these two
sites. Some OC from other sources may have been

mixed with this factor during the transport. The low

correlation between the two sites (Table 2) suggests

that these two sites may be influenced by different

sources or common sources have different impacts on

the two sites.

It is obviously desirable to understand better the

potential source locations for the identified factors. In

general, backtrajectory analysis can be effectively

combined with receptor modeling such as this study

for this purpose. In particular, Potential Source Con-

tribution Function and Conditional Probability Func-

tion have previously been used (Cheng et al., 1993; Gao

et al., 1993, 1996; Ashbaugh et al., 1985; Kim and

Hopke, 2004). These investigations are beyond the scope

of this current investigation. Results from CPF and the

back trajectory based analyses will be reported in a later

paper (Liu et al., 2005).
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Fig. 10. Profiles of and contributions by the ‘‘Industry factor 3’’ factors resolved from the BHM and CTR sites.

Fig. 11. Same as Fig. 10 but for the ‘‘Industry factor 4/dust’’ factors.
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4.2. Factor contributions

The factor contributions were calculated using MLR

as described previously. However, Kim et al. (2003a)
identified a mass balance problem that about a third of

the samples had measured mass values less than the sum

of the components. We compared in Table 3 the source

contribution results using our approach and the method
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by Kim et al. (2003a). The results using these methods

are quite similar considering the errors from the

measurements and from the receptor model itself.

The sample-to-sample and site-to-site variations in

daily PM2.5 mass concentrations from 2000 to 2002 are

shown in Fig. 12. The PM2.5 mass concentrations

correlation coefficients among the four sites were

calculated (Table 2). Figs. 13 and 14 present the

reconstructed mass contributions by the factors ob-

tained by PMF for different seasons at the four sites.

The temporal variability of PM2.5 mass was similar at

the four sites, suggesting that regional sulfate, nitrate,

and soil factors dominated the PM2.5 mass concentra-

tions. These factors are of regional nature because their
Fig. 12. PM2.5 mass time s

Table 3

Average factor contributions using different apportionment

methods for the JST site

Kim et al.

(2003a, b) (%)

This work

(%)

Sulfate 30.0 37.0

Nitrate 6.0 8.0

Soil 3.0 2.0

Coal 6.0 3.0

Wood smoke 14.0 13.0

Motor vehicle 20.0 17.0

Industry factor 1/dust 8.0 6.0

Industry factor 2 6.0 3.0

Industry factor 3 N.A. N.A.

Industry factor 4/dust N.A. N.A.

Undetermined 7.0 11.0
temporal variations at the rural–urban pair sites are

correlated well.

Differences between PM concentrations measured at

urban–rural pairs are seasonal, peaking in winter when

local urban pollution events are more frequent due to a

poorly mixed boundary layer. During the periods with

high urban and low rural PM concentrations, the high

PM concentrations at urban sites are likely due to intense

local sources. The strongest local contributing factor to

the primary fine particle masses at the two urban sites is

traffic, which on average contributed 2.9 and 3.0mgm�3

to the total PM2.5 masses for the JST and BHM sites,

respectively. The strongest local contributing factor to

the fine particle masses at rural sites is wood smoke,

which on average contributed 2.8 and 3.7mgm�3 to the

total PM2.5 mass for the YRK and CTR sites,

respectively. In comparison, it contributed only 2.1 and

1.5mgm�3 for the JST and BHM sites, respectively.

The four industry factors showed some urban–rural

gradients between urban and rural sites. On average, the

urban–rural gradients are as follows: ‘‘Industry Factor

1/dust’’ (JST, 1.1mgm�3–YRK, 0.7mgm�3); Industry

Factor 2 (JST, 0.4mgm�3–YRK, 0.3mgm�3); Industry

Factor 3 (BHM, 0.5 mgm�3–CTR, 0.3 mgm�3); ‘‘Indus-

try Factor 4/dust’’ (BHM, 1.3 mgm�3–CTR, 1.2 mgm�3).

Coal combustion related factors also showed some

urban–rural gradients at the BHM–CTR pair (BHM,

1.5mgm�3–CTR, 0.6mgm�3). However, the opposite

was somewhat true for the JST–YRK pair (JST,

0.5mgm�3–YRK, 0.8 mgm�3).

Fig. 15 shows the average factor contributions of fine

particles at urban and rural sites. For the JST site, the

sum of the average contributions by sulfate and coal
eries at the four sites.
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Fig. 13. Seasonal averaged factor contributions for the JST and

YRK sites. The error bars represent measurement uncertainties. Fig. 14. Same as Fig. 13 but for the BHM and CTR sites.
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combustion factors are smaller than that by Kim et al.

(2003a, b, 2004), which may reflect the SO2 emission

reduction during the years of 2001 and 2002. The

average contribution by the nitrate and motor vehicle

factors are in agreement with Kim et al. (2003a, b, 2004).
The average contribution from the wood smoke factor is

larger than that by Kim et al. (2003a). The sum of

average contributions from ‘‘industry factor 1/dust’’ and

industry factor 2 are larger than the sum of Cement kiln

and metal recycling factors by Kim et al. (2003a),
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Fig. 15. Average factor contributions during 2000–2002 for the four sites.
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probably because the two industry factors resolved in

this study are mixed with some other factors such as

local dusts.

In general, fine particles at the urban sites consisted

mainly of sulfate (37% for the JST site and 30% for the

BHM site), nitrate (8% for the JST site and 9% for the

BHM site), motor vehicle (17% for both of the JST and

BHM sites), wood smoke (13% for the JST site and 9%

for the BHM site), industry factors (9% for the JST site

and 10% for the BHM site), ‘‘coal combustion/other’’

(3% for the JST site and 8% for the BHM site), and soil

(2% for the JST site and 3% for the BHM site) factors.

The main contributing factors at the rural sites were the

same as for the urban sites except for the traffic factor.

At the corresponding rural sites, the relative contribu-

tions by the sulfate factor (45% for the YRK site and

36% for the CTR site) and wood smoke (20% for the

YRK site and 29% for the CTR site) factors were higher
than those at the urban sites. The relative contributions

by the soil factor (2% for each of the rural sites) were

almost the same as the urban sites. The relative

contributions by industry factors at the rural YRK site

(7%) is lower than those at the corresponding urban JST

site, while it is higher at the rural CTR site (12%) than

that at the urban BHM site. The relative contribution by

the ‘‘coal combustion/other’’ factor at the rural YRK

site (6%) is higher than that at the corresponding urban

JST site (3%), while it is lower at the rural CTR site

(6%) than that at the urban BHM site (8%).
5. Conclusions

PMF was used to identify possible source-related

factors contributing to the PM2.5 masses at four sites,

representing two urban–rural pairs in Georgia and
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Alabama. Eight factors were resolved for the two urban

sites. Seven factors were resolved for the two rural sites.

Spatial differences and correlations were analyzed using

the factor contribution results. Fourier transform was

also employed to define the frequency variations of the

above factors.

Sulfate, nitrate, and soil factors show regional

characteristics with similar seasonal variation patterns

and low frequency variations at the four sites. Sulfate

and nitrate mainly exist as ammonium sulfate and

ammonium nitrate in the receptor sites. The soil factor

has high source contribution peaks during April 2001,

July 2001, and July 2002. The April event likely reflects

the intercontinental dust transport from Asia and the

two July events likely reflect dust transport from Sahara.

The sulfate and soil factors have the highest correlations

among the four sites. The R2 values of the nitrate factors

among the sites are lower than those of sulfate factors

due in part to the shorter lifetime of the precursor gas

NO2 than SO2. The regional factors contribute to about

40–50% of the total PM2.5 masses.

The correlations among different sites are poor for the

wood smoke, coal combustion, motor vehicle, and

industry factors. The periodograms using Fourier trans-

form for these factors show large high-frequency

variations. Therefore these factors are dominated by

local sources. The seasonal patterns of the wood smoke

factors are different between urban and rural sites. The

dominant wood smoke source for the urban areas is

residential wood burning characterized by high concen-

tration in winter and that for the rural areas is local

agricultural burning with high contributions during

spring time. Two similar industry factors are found for

the JST–YRK urban–rural pair and another two similar

industry factors are found for the BHM–CRT urban–

rural pair. The strongest local contributing factor to the

primary fine particle masses for the two urban sites is

traffic, which on average contributes 17% to the PM2.5

masses for the JST and BHM sites. The strongest local

contributing factor to the fine particle masses for the

rural sites is wood smoke, which on average contributes

20% and 29% to the PM2.5 masses for the YRK and

CTR sites, respectively.
Acknowledgements

This study was supported by the Southern Company.
References

Ashbaugh, L.L., Malm, W.C., Sadeh, W.Z., 1985. A residence

time probability analysis of sulfur concentrations at ground

Canyon National Park. Atmospheric Environment 19,

1263–1270.
Cheng, M.D., Hopke, P.K., Zeng, Y., 1993. A receptor-

oriented methodology for determining source regions of

particle sulfate composition observed at Dorset, Ontario.

Journal of Geophysical Research 98, 16839–16849.

Chow, J.C., Watson, J.G., Pritchett, L.C., Pierson, W.R.,

Frazier, C.A., Purcell, R.G., 1991. The DRI Thermal/

Optical Reflectance Carbon Analysis System: Description,

Evaluation and Applications in U.S. Air Quality Studies.

Atmospheric Environment 27A (8), 1185–1201.

Chueinta, W., Hopke, P.K., Paatero, P., 2000. Investigation of

sources of atmospheric aerosol urban and suburban

residential areas in Thailand by positive matrix factoriza-

tion. Atmospheric Environment 34, 3319–3329.

Dockery, D.W., Pope III, C.A., Xu, X.P., Spengler, J.D., Ware,

J.H., Fay, M.E., Ferris, B.G., Speizer, F.E., 1993. An

association between air pollution and mortality in six

United States cities. New England Journal of Medicine

329, 1753–1759.

Edgerton, E., Jansen, J., Hartsell, B., 2003. Sources of

carbonaceous material in PM2.5 based on C14 and tracer

analyses. Fourth International Conference on Air Quality

(Mercury, Trace elements and Particulate Matter). Septem-

ber, 2003 Arlington, VA.

Environmental Protection Agency (EPA), 2003. Impact of

April 2001 Asian Dust Event on Particulate Matter

Concentrations in the United States. National Air Quality

And Emissions Trends Report, Special Studies 2003, http://

www.epa.gov/air/airtrends/asian_dust4.pdf.

Eskridge, R.E., Ku, J.Y., Rao, S.T., Porter, P.S., Zurbenko,

I.G., 1997. Separating different scales of motion in time

series of meteorological variables. Bulletin of the American

Meteorology Society 78, 1473–1483.

Gao, N., Cheng, M.-D., Hopke, P.K., 1993. Potential source

contribution function analysis and source apportionment of

sulfur species measured at Rubidoux, CA during the

Southern California air quality study, 1987. Analytica

Chimica Acta 277, 369–380.

Gao, N., Hopke, P.K., Reid, N.W., 1996. Possible sources of

some trace elements found in airborne particles and

precipitation in Dorset, Ontario. Journal of the Air and

Waste Management Association 46, 1035–1047.

Gilliland, F.D., Berhane, K., Rappaport, E.B., Thomas, D.C.,

Avol, E., Gauderman, W.J., London, S.J., Margolis, H.G.,

McConnell, R., Islam, K.T., Peters, J.M., 2001. The effects

of ambient air pollution on school absenteeism due to

respiratory illnesses. Epidemiology 12, 43–54.

Hansen, D.A., Edgerton, E.S., Hartsell, B.E., Jansen, J.J.,

Kandasamy, N., Hidy, G.M., Blanchard, C.L., 2003. The

Southeastern aerosol research and characterization study:

Part 1—overview. Journal of the Air and Waste Manage-

ment Association 53, 1460–1471.

Hies, T., Treffeisen, R., Sebald, L., Reimer, E., 2000. Spectral

analysis of air pollutants. Part1: elemental carbon time

series. Atmospheric Environment 34, 3495–3502.

Jang, M., Czoschke, N., Lee, S., Kamens, R.M., 2002.

Heterogeneous atmospheric aerosol formation by acid

catalyed particle-phase reactions. Science 298, 814–817.

Kim, E., Hopke, P.K., 2004. Comparison between conditional

probability function and nonparametric regression for fine

particle source directions. Atmospheric Environment 38,

4667–4673.

http://www.epa.gov/air/airtrends/asian_dust4.pdf
http://www.epa.gov/air/airtrends/asian_dust4.pdf


ARTICLE IN PRESS
W. Liu et al. / Atmospheric Environment 39 (2005) 4453–44704470
Kim, E., Hopke, P.K., Edgerton, E.S., 2003a. Source identifica-

tion of atlanta aerosol by positive matrix factorization.

Journal of the Air and Waste Management Association 53,

731–739.

Kim, E., Hopke, P.K., Paatero, P., Edgerton, E.S., 2003b.

Incorporation of parametric factors into multilinear recep-

tor model studies of Atlanta aerosol. Atmospheric Environ-

ment 37, 5009–5021.

Kim, E., Hopke, P.K., Edgerton, E.S., 2004. Improving source

identification of atlanta aerosol using temperature resolved

carbon fractions in positive matrix factorization. Atmo-

spheric Environment 38, 3349–3362.

Lee, E., Chan, C.K., Paatero, P., 1999. Application of positive

matrix factorization in source apportionment of particulate

pollutants in Hong Kong. Atmospheric Environment 33,

3201–3212.

Lipfert, F.W., Wyzga, R.E., 1995. Air pollution and mortality:

issues and uncertainties. Journal of the Air and Waste

Management Association 45, 949–966.

Liu, W., Wang, Y.H., Russell, A.P., Edgerton, E.S., 2005.

Application of Potential Source contribution Function and

Conditional Probability Function for locating particle

sources over Southeast US, in preparation.

Paatero, P., 1997. Least squares formulation of robust, non-

negative factor analysis. Chemometrics and Intelligent

Laboratory System 37, 23–35.

Paatero, P., Tapper, U., 1993. Analysis of different modes of

factor analysis as least squares fit problems. Chemometrics

and Intelligent Laboratory System 18, 183–194.

Paatero, P., Tapper, U., 1994. Positive matrix factorization: a

non-negative factor model with optimal utilization of error

estimates of data values. Environmetrics 5, 111–126.

Paterson, K.G., Sagady, J.L., Hooper, D.L., Bertman, S.B.,

Carroll, M.A., Shepson, P.B., 1999. Analysis of air quality

data using positive matrix factorization. Environment

Science and Technology 33, 635–641.

Peters, A., Dockery, D.W., Muller, J.E., Mittleman, M.A.,

2001. Increased particulate air pollution and the triggering

of myocardial infarction. Circulation 103, 2810–2815.

Polissar, A.V., Hopke, P.K., Malm, W.C., Sisler, J.F., 1998.

Atmospheric aerosol over Alaska: 2. Elemental composition

and sources. Journal of Geophysical Research 103,

19045–19057.

Polissar, A.V., Hopke, P.K., Paatero, P., Kaufman, Y.J., Hall,

D.K., Bodhaine, B.A., Dutton, E.G., Harris, J.M., 1999.

The aerosol at Barrow, Alaska: long-term trends and source

locations. Atmospheric Environment 33, 2441–2458.
Polissar, A.V., Hopke, P.K., Poirot, R.L., 2001. Atmospheric

aerosol over vermont: chemical composition and sources.

Environment Science and Technology 35, 4604–4621.

Pope III, C.A., Burnett, R.T., Thun, M.J., Calle, E.E., Krewski,

D., Ito, K., Thurston, G.D., 2002. Lung cancer, cardio-

pulmonary mortality, and long-term exposure to fine

particulate air pollution. Journal of the American Medical

Association 287, 1123–1141.

Prospero, J.M., 2001. African dust in America. Geotimes

November, 24–27.

Ramadan, Z., Song, X.-H., Hopke, P.K., 2000. Identification of

sources of Phoenix aerosol by positive matrix factorization.

Journal of the Air and Waste Management Association 50,

1308–1320.

Rao, S.T., Zurbenko, I.G., Neagu, R., Porter, P.S., Ku, J.Y.,

Henry, R.F., 1997. Space and time scales in ambient ozone

data. Bulletin of the American Meteorology Society 78,

2153–2166.

Rudell, B., Blomberg, A., Helleday, R., Ledin, M.C., Lund-

back, B., Sternjerb, N., Horstedt, P., Sandstrom, T., 1999.

Bronchoalveolar inflammation after exposure to diesel

exhaust: comparison between unfiltered and particle trap

filtered exhaust. Occupational and Environmental Medicine

56, 527–534.

Schwartz, J., Slater, D., Larson, T.V., Pierson, W.E., Koenig,

J.Z., 1993. Particulate air pollution and hospital emergency

room visits for asthma in Seattle. American Review of

Respiratory Diseases 147, 826–831.

Sebald, L., Treffeisen, R., Reimer, E., Hies, T., 2000. Spectral

analysis of air pollutants. Part 2: ozone time series.

Atmospheric Environment 34, 3503–3509.

Vedal, S., 1997. Critical review: ambient particles and health—

lines that divide. Journal of the American Medical Associa-

tion 47, 551–581.

Watson, J.G., Chow, J.C., Houck, J.E., 2001. PM2.5 chemical

source profiles for vehicle exhaust vegetative burning,

geological material, and coal burning in Northwestern

Colorado during 1995. Chemosphere 43, 1141–1151.

Yakovleva, E., Hopke, P.K., Wallace, L., 1999. Receptor

modeling assessment of PTEAM data, environment. Science

and Technology 33, 3645–3652.

Zheng, M., Cass, G.R., Schauer, J.J., Edgerton, E.S., 2002.

Source apportionment of PM2.5 in the southeastern United

States using solvent-extractable organic compounds as

tracers. Environment Science and Technology 36,

2361–2371.


	Atmospheric aerosol over two urbanndashrural pairs in the southeastern United States: Chemical composition and possible sources
	Introduction
	Sample collection and chemical analysis
	Methodology
	Results
	Apportionment
	Factor contributions

	Conclusions
	Acknowledgements
	References


